Scan-to-BIM for ‘secondary’ building components
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Abstract: Works dealing with Scan-to-BIM have, to date, principally focused on ‘structural’ components such as floors, ceilings and walls (with doors and windows). But the control of new facilities and the production of their corresponding as-is BIM models requires the identification and inspection of numerous other building components and objects, e.g. MEP components, such as plugs, switches, ducts, and signs. In this paper, we present a new 6D-based (XYZ + RGB) approach that processes dense coloured 3D points provided by terrestrial laser scanners in order to recognize the aforementioned smaller objects that are commonly located on walls. This paper focuses on the recognition of objects such as sockets, switches, signs, extinguishers and others. After segmenting the point clouds corresponding to the walls of a building, a set of candidate objects are detected independently in the colour and geometric spaces, and an original consensus procedure integrates both results in order to infer recognition. Finally, the recognized object is positioned and inserted in the as-is semantically-rich 3D model, or BIM model. The assessment of the method has been carried out in simulated scenarios under virtual scanning providing high recognition rates and precise positioning results. Experimental tests in real indoors using our MoPAD (Mobile Platform for Autonomous Digitization) platform have also yielded promising results.
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1. RELATED WORK.

Building Information Modelling (BIM) is now rapidly penetrating the Architecture, Construction, Engineering and Facilities Management (AEC&FM) sectors. However, it is notable that this increase in use has been predominantly for new builds, as well as on the design stage of those new constructions [1], [2]. Yet, it has long been argued that the most significant value of BIM will be delivered during the FM stage [3]. Enabling this is not just a matter of convincing clients and FM teams of the value of BIM information for their Repair and Maintenance (R&M) activities, but also ensuring that the information they receive is indeed comprehensive and accurate [4], [5]. In the case of new builds, this means that Asset Information Models (derived from BIM models) passed on to clients are the result of as-built/as-is asset state analysis (as opposed to a blind distribution of the as-designed BIM model).
In the case of existing builds, this means that a comprehensive and accurate as-is AIM model must be produced that accurately capture the asset as-is. Focusing on the scope of information contained in the BIM model, it is particularly valuable to R&M teams that their AIM contains not just architectural information, but also structural as well as Mechanical, Electrical and Plumbing (MEP) information. Indeed, MEP costs typically constitute the largest share of R&M costs. Therefore, any AIM should not just contain objects like walls with openings (doors and windows), but also many other building service components, such as sockets, safety lights or alarm devices, etc. In the remainder of this manuscript, we shall refer to these objects as secondary building services’ components (SBSC).

The efforts made as regards automatic Scan-to-BIM modelling from laser scanning or photogrammetric data have, to date, been focused on segmenting and recognizing large architectural 'structural' components such as walls (with openings), floors, ceilings and columns. For the reasons stated above, it is clearly necessary to extend automatic Scan-to-BIM beyond these large 'primary' components to other smaller 'secondary' ones, such as secondary building service components.

The automatic detection and localization of secondary building service components in point cloud data is a challenging research line that has, however, been of comparatively little interest to the research community to date. Apart from the works that detect openings (door, windows and moldings) in walls using 2D and/or 3D information [6]–[9], only a few works deal with the recognition of other smaller, building service components, such as luminaries, sockets and others. Moreover, the detection is frequently associated with recognizing and positioning objects in a particular 2D space (i.e. an image of the scene) that is not connected with any as-is semantically-rich model (i.e. BIM model) of the building.

With regard to mechanical equipment, most works focus on pipe recognition and positioning. For example, Czerniawski et al. ([10]) recognize a specific pipe spool type in cluttered point cloud scans. A 3D CAD of the search query, and more specifically, its local curvature characterization, is set from the beginning of the search. The points with a similar curvature are filtered from the original point cloud and then clustered by using a density based clustering algorithm [11]. A bag-of-features matching procedure finds the best hypothesis and selects the recognized group. The underlying assumption of the method is that the query pipe spool curvature pattern must be very different to that of the surrounding clutter.

Focusing now on electrical equipment, several researches take advantage (assume) of the fact that lights, luminaries and other heat-emitting resources can easily be detected in thermal images. Kim et al. [12] propose a method that detects in thermal 3D point clouds hot and cool regions on ceilings, but crudely assume that these regions correspond to electrical systems, heating, ventilation and air-conditioning (HVAC) components; no recognition/classification algorithm is employed. In [13], a thermal point cloud is first segmented by temperature, with each cluster representing an object class. The objects in a cluster are then classified by means of a decision tree classifier based on geometric features. Three obviously distinct classes (humans, screens and light fixtures) are clustered in this work. Since a high temperature gradient appears around the query objects in all cases, the segmentation stage is quite effective.

Other authors distinguish fluorescent lighting tubes from circular low energy bulbs by processing 2D coloured images of ceilings [14]. In a first step, a binary image of the ceiling is obtained by mean of a rasterization algorithm of the corresponding 3D data points. In a second step, and after applying Harris's corner detector and the Hough transformation to the image, the authors discriminate several zones of the ceiling, which are assumed to be either fluorescent lighting tubes or circular low energy bulbs lights. But, like in [12], no proper recognition/classification algorithm is employed, which raises questions a regards the generalisability of the method. In [15], another luminary detection approach is presented for
application in tunnels. Several restrictions are imposed in this proposal. For instance, it is
assumed that the luminaries are located at a certain height and separated from each other by
specific distances. After selecting a 3D data slice at the imposed height, the lights are easily
identified by applying a simple colour thresholding technique.

With regard to wall-mounted electrical equipment, like sockets and switches, [16] presents
the detection of two types of electrical outlets in coloured images acquired by a robot, which are
then classified as power holes, ground holes and the background. Since it is assumed that the
regions around the holes do not have any texture, the authors apply an intensity-based method
for recognition. The 3D coordinates are detected by applying a planar PnP solver. Meeussen et
al. ([17]) propose a method that also employs mobile robots to recognize doors, door handles,
electrical plugs and sockets in an office environment. Door handles are recognized by means of
the separate processing of digital images, range data and point clouds. Outlet detection is carried
out using disparity images, point clouds and colour images.

In [18], sockets and switches are recognized in orthographic 2D images. Object detection is
performed with a simple sliding window and patch matching approach. The probability of
detection is measured using a feature descriptor pool (a kind of HoG that models the distribution
of image gradients in different ways) and a random forest classifier is used to classify power
sockets, light switches and the background. Kang et al. ([19]) detect lift call buttons using a
stereo camera. First, an adaptive thresholding generates a binary image of the lift. Some buttons
and the floor number candidates are then found in this image. Ambiguous candidates are
rejected using an artificial neural network, and finally, a matching method is applied to
recognize not only the call buttons, but also more properties, such as destination floor buttons,
the direction in which the lift is moving and its current location. This is obviously a previous
stage that must subsequently be solved within a more complex robot manipulation problem.

Another interesting work is that of Hamledari et al. [20]. The proposed algorithm detects
four kinds of objects in 2D images of walls under construction: insulation, studs, electrical
outlets and different states for drywall sheets. This information could provide valuable
information for progress tracking systems. However, since the method is applied to 2D images,
the recognition results are not integrated into a 3D (BIM) model, which leads us to believe that
its applicability is currently restricted to the mere monitoring and visualization of these objects
on walls.

The work presented by Bonanni et al.[21] is a human-robot collaboration approach that is
designed to extract 3D shapes associated with objects of interest. In this case, the objective of
the method is to recognize three different objects: fire extinguishers, hydrant boxes and printers.
In this work, the system requires human intervention. After the scanner has acquired a 6D
(XYZ-RGB) image of the scene, the human uses a laser pointer to point out the region in which
the query object lies. The segmentation process then extracts the data that belong the object.

2. CONTRIBUTIONS OF THE METHOD

Our approach is original in that it has been designed to generate semantically-rich 3D models of
buildings that include important secondary building services’ components. More specifically,
when compared to the aforementioned approaches, the main contributions of our work are:

I. It is an automatic method which neither necessitates human interaction nor has demanding
requirements. With some methods, the user has to set the class of object to be recognized ([14],
[21]), while others fix particular geometric properties of the query objects ([15], [22]).

II. All of the aforementioned methods detect very few objects. Only one or two different
objects are recognized in ([12], [14]–[16], [21], [22]) and three or four in [13],[23], [18]. Our
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approach is able to detect a larger number of objects because it is based on a learning recognition algorithm. In the experimental section, we consider thirteen different objects.

III. Our object recognition method uses separate algorithms based on colour and on depth, and then establishes a consensus rule between both results. This makes the method more robust and flexible when dealing with different 3D shapes and textures. This is an original idea, which has never been seen in the earlier works.

IV. Our approach is integrated within a larger Scan-to-BIM system so far focused on ‘primary’ architectural/structural elements, so that the recognised secondary objects are accurately inserted and positioned into the 3D semantically-rich model of the building (i.e. BIM model). This is an important contribution to the automatic Scan-to-BIM research line. As the literature review showed, no work has yet been reported that integrates so many secondary building service components into a Scan-to-BIM solution.

The paper is organized as follows. Section 3 briefly explains the prior data processing stages, including data acquisition, the segmentation of visible areas on walls and the detection of openings. The core of the paper comprises the object recognition approach. This is explained throughout the four sub-sections of Section 4. Recognition with geometry and recognition with colour are presented separately in sub-sections 4.2 and 4.3. The consensus decision algorithm is subsequently addressed in Section 4.4. Section 5 presents the experimental work, which includes the assessment of the technique in both a simulated building and a real environment. Our conclusions and future improvements are summarized in Section 6.

3. DATA ACQUISITION, PRE-PROCESSING/PREPARATION

3.1. Previous steps: data acquisition and segmentation

The input of our object recognition system is a coloured point cloud associated with an already detected and modelled wall. In our case, we get this information from our existing Scan-to-BIM solution focused on primary architectural/structural components [24].

In the data acquisition stage of our solution, a mobile mapping system for digitization (MoPAD) takes data from the environment. Our autonomous moving scanner collects sufficient information to roughly represent the interior of the building. At this stage, the 3D model consists of an unstructured set of points that represents the visible scene.

Data segmentation and labelling of the essential constructive elements of the building follows. This is a step in which a semantic meaning is introduced into the data. We generate a point cloud model composed of segments in which the objects “wall”, “ceiling”, “floor” and “column” have a semantic meaning. The extraction of the points belonging to the floor and ceiling of the room is carried out first. This is easily done by detecting two maximums in the Z-histogram of the data. We assume here that ceilings and floors are planar and parallel regions.

The segmentation of the points belonging to each wall of an indoor scene is conducted afterwards. The point cloud is first projected onto the XY plane and is then discretized, thus generating a 2D image I. After finding the edges of the polygon that encloses the data in I and returning to the 3D space, the 3D data related to the walls are retrieved. All details of the automatic scanning and Scan-to-BIM approach for primary architectural/structural components can be found in [24].

3.2. Data preparation

The set of coloured data belonging to each constructive element (i.e. a wall) is structured as a 4D orthoimage, JCD, in which each pixel has colour (RGB) and depth (i.e. an orthonormal
distance between the 3D points and the wall plane). The resolution of $J_{CD}$ is 5mm × 5mm per pixel, signifying that the image resolution is low. Note that this could be the standard resolution for 3D laser scanners used in the indoor scanning of buildings.

After registering several views (coloured scans) and, since different natural and artificial light sources may impact on a wall from different locations in the room, slight colour variations (with boundaries) usually appear in the visible wall areas. Additional, and very important, specular highlights resulting from the system's camera flash could greatly distort the colour in some zones of the image. Under these circumstances, simple object detection algorithms based on colour thresholding would probably not be effective. In order to reduce such colour variations and restore highlights zones of the raw orthoimage, we have pre-processed the 4D orthoimage. We refer the reader to [25] for a better understanding of this stage.

### 3.3. Detection of the wall area and openings

In order to detect secondary building components in walls, we first detect the visible areas of the walls and the existing openings (windows and doors). The algorithm that detects visible areas on walls finds clusters of coherent colour seeds on the wall and then carries out a segmentation by colour. As a result of this process, the visible area of the wall is separated from the rest of the wall and the openings on it are afterwards sought. The approach that recognizes doors and windows has recently been published in [25]. A brief explanation is provided here.

The detection of openings is based on finding discontinuities in the 4D RGB-D space. We process the colour and depth components of $J_{CD}$ separately, with $J_{CD}$ being decomposed into $J_C$ (colour) and $J_D$ (depth), after which the results are recombined.

Given our assumption that the door frames are rectangular, we detect straight lines in $J_{CD}$. These lines represent the discontinuities as regards the colour and depth of the wall (if the door has a protruding doorframe, the discontinuity in the depth dimension should result in line detections; if the door is a different colour from that of the wall, the discontinuity in the colour dimensions should also result in line detections). Note that the lines detected contain parts of the contours of hypothetical doors owing to potential occlusions.

All possible rectangles defined by two pairs of horizontal and vertical lines are found. Since we are seeking rectangles that delimit openings, we retain only those rectangles whose size falls within the range of typical opening sizes. This yields a highly reduced set of rectangles. Finally, each rectangle is recognized as an actual opening if it fulfils a set of conditions regarding properties of colour and depth consistency, the degree of door frame occlusion and location consistency within the wall. Figure 1 d) shows the result obtained after applying the method. Note that this is not a simple example because of the multiple glass regions in a double door and the signs fixed on it.
4. RECOGNITION OF BUILDING SERVICE COMPONENTS: THE APPROACH

4.1. An overview

Figure 2 a) shows a general flowchart with the main stages explained in Sections 2 and 3, whereas Figure 2 b) provides a detailed outline of the object recognition method proposed in this paper. Our approach assumes the existence of a database of objects that may be present in the query building. This database includes colour and depth image models for each object. Note that, in the case of a Scan-vs-BIM scenario, this database could be automatically generated using the as-design BIM model of the facility. The as-design BIM model would also provide additional valuable information, such as which objects should be present on each wall. In this paper, we very much place ourselves in such a context.

The flowchart shown in Figure 2 starts splitting the aforementioned orthoimage $J_{CD}$ into image $J_C$ (colour) and $J_D$ (depth), which will be further processed separately. Upon removing the existing openings from images $J_C$ and $J_D$, they become new images $\hat{J}_C$ and $\hat{J}_D$. Potential regions of interest (RoI) are subsequently calculated in both images, respectively.

Different object recognition strategies are then applied to the corresponding RoIs. In both cases, a model database is used to obtain a tentative list for each query object class in the scene. After applying the recognition algorithm, some classes will be in both lists (share recognition), others will be in only one list (exclusive recognition) and the rest will not be in either list (non-recognized).

This is followed by the consensus stage. Bearing in mind that there could be several instances of the same class in the scene and several candidates per class for each strategy, a Recognition Coherence Matrix $\Psi$ is computed for each class. Each entry of $\Psi$ is the so-called Recognition Coherence Level, which is the measure of the coherence between detecting the object class in images $\hat{J}_C$ and $\hat{J}_D$ at their respective calculated positions. The recognition consensus decision will be solved by choosing the best values of matrix $\Psi$, and a precise
position of each recognized object instance on the wall will be calculated by means of a weighted mean position formula. All of the above will be explained in Section 4.4.

Figure 2. a) General overview with previous stages, data preparation and recognition. b) Flowchart resuming the object recognition approach.

### 4.2. Recognition with geometry

As mentioned in the previous section, after detecting and positioning the existing openings in the orthoimage $J_{CD}$, we generate a new 4D orthoimage $\hat{J}_{CD}$, which contains only the information contained in the wall area, and this is decomposed into a depth image $\hat{J}_D$ and a colour image $\hat{J}_C$.

$\hat{J}_D$ is used to detect objects with geometric discontinuities with regard to the wall plane, which is valuable for the detection of protruding objects. The recognition approach follows two stages. Firstly, $\hat{J}_D$ is used to calculate potential RoIs (rectangles) containing geometric discontinuities. Secondly, a matching stage between the RoIs and the depth models of the database is carried out. Figure 3 provides an example in which only one pair of objects has depth discontinuities.
Calculation of RoIs

In order to find salient regions on the wall, a Canny filter is applied to \( J_D \) (Figure 3 b)). The Canny filter computes by itself two thresholds to detect strong and weak edges. By using two thresholds, the Canny method is less sensitive to noise than other edge detection techniques and more effective to detect true weak edges. The resulting image \( J_{D,Canny} \) is processed with the objective of detecting closed boundary regions, which are later enclosed by rectangles, each of which represents a RoI. The RoIs of the orthoimage in Figure 1 are shown in Figure 3 c).

As a result of this process, objects with a complex geometry might be bounded by several overlapping rectangles, each of which corresponds to a different part of the object. A clustering algorithm integrates different overlapping RoIs into a single RoI. The initial set of candidate RoIs is thus reduced (see Figure 3 e)).

![Image](image.png)

Figure 3. a) Image \( J_D \). b) Image \( J_{D,Canny} \). c) Calculated RoIs superimposed onto \( J_D \). d) Calculated RoIs superimposed onto \( J_{D,Canny} \). e) RoIs reduction by clustering overlapping bounding boxes.
Matching Stage

In the second stage, an image cross-correlation algorithm assesses the correlation between the images contained in the RoIs and the depth models of the database. Note that we assume the identity of the objects in the scene in advance, and these will from here on be denominated as “query or expected objects”. We correlate each expected object model with the set of calculated RoIs and obtain a list of matched RoIs, all overtaking a cross-correlation coefficient threshold $\mu_D$, ($\mu_D = 0.75$). Thus, for an expected object $O_i$, we eventually extract a list of RoIs in the depth-space, $\{D\}_{O_i}$.

An example of this process is shown in Figure 4. Note that the input 4D orthoimage (and, therefore, $\hat{f}_D$) and the depth models are both implemented on the same scale in pixel/cm, signifying that it is not necessary to conduct any cross-correlation operations on multiple scales. Note that the cross-correlation function also yields the precise position of the best matching in $\hat{f}_D$. The blue rectangles in Figure 4 b) and c) identify potential RoIs that would match an extinguisher and a fire alarm switch. Each step of the object recognition algorithm is presented in detail in Algorithm I.

Figure 4. Recognition results in $\hat{f}_D$. a) RoI to $\hat{f}_D$, b) and c) Detail of the cross-correlation map of extinguisher 2 and fire alarm switch. The blue rectangles identify the objects on the wall.
### Algorithm I. Object recognition algorithm using geometry.

```plaintext
begin
    //
    generation of orthoimage \( \hat{I}_{CB} \)
    decomposition of \( \hat{I}_{CB} \) into \( I_C \) and \( \hat{I}_B \)
    // calculation of RoIs
    \( \hat{I}_{CB \text{anny}} \) ← (Canny filter, \( \hat{I}_B \))
    Candidate Regions ← (closed boundaries, \( \hat{I}_{CB \text{anny}} \))
    RoIs of Candidate Regions
    RoIs clustering
    // matching stage
    for each object model do
        for each RoI do
            \( \rho_{\text{Candidate}} \) ← Cross Correlation algorithm
            if \( \rho_{\text{Candidate}} > \mu_0 \)
                Matched RoI ← Object Model
                List of RoIs \( \{D\}_{0} \) ← Matched RoI
            elseif NOT Matched RoI ← Object Model
            end if
        end for
    end for
end
```

### 4.3. Recognition with colour

Image \( \hat{I}_C \) is used to detect objects as colour discontinuities in the wall area, and objects that are salient in the colour domain are, therefore, easily detected. The first stage again calculates RoIs, in this case by means of discontinuities in the colour domain. A matching algorithm between the colour models and the calculated RoIs is then carried out.

#### Calculation of RoIs

We first discard the visible wall area from \( \hat{I}_C \), so that it contains only those parts of the wall that are neither the visible wall area nor openings. The resulting image, \( \hat{I}_C \), is subsequently transformed into a binary image \( \hat{I}_{BW} \) (as illustrated in Figure 5 b)) that is processed with the aim of finding compact sets of pixels (black regions), each of which theoretically represents a candidate region to be dealt with. \( \hat{I}_{BW} \) is obtained by taking a threshold defined from the mean intensity level of the previously extracted wall area. As in the case of the recognition depth based approach, the RoI (bounding rectangle) is calculated for each candidate region and stored. Figure 5 c) shows image \( \hat{I}_{BW} \) and the RoIs calculated.

![Figure 5. (a) Image \( I_C \), (b) image \( \hat{I}_{BW} \) and (c) RoIs calculated in the segmentation process.](image)

#### Definition of the pattern

The RoIs are matched into the model database by means of a minimum distance-based classifier using global descriptors. Although local descriptors are commonly used for object
recognition in coloured images (SIFT, SURF, among others), these techniques provide
frustrating results when applied to our orthoimages of 5mm/pixel. Note that we have to balance
the resolution of the collected point cloud with the associated memory and time requirements.
Although the theoretical angular stepwidth between consecutive scan lines ranges from 0.0024º
to 0.5º in our Riegl VZ-400, an intermediate value provides sufficient resolution, in a reasonable
time, as when extracting precise 3D point models of buildings. Bearing all of the above in mind,
we fixed the angular stepwidth at 0.065º, which yields 10 million points in 83 seconds per 360-scans. However, owing to this limited resolution, along with the colour distortions produced
after the registration of several coloured point clouds from different scanner locations, small
objects within our orthoimages appear blurred and are of a poor quality. This could be a
frequent problem in the point cloud processing world.

Figure 6 illustrates the poor quality and low resolution of different objects in the orthoimage
when applying these techniques to our orthoimages of 5mm/pixel. Note that, for example, the image of the fire alarm switch extracted
from \( J_C \) is 26x26 pixels in size.

For the aforementioned reasons, and with the objective of developing an effective object
recognition technique for such poor quality coloured images, we have defined a set of global
descriptors which are invariant to scale and rotation. A training set is used to learn each pattern
prototype.

In order to train the recognition system, we take five front views per object and calculate a
pattern \( V = (v_1, v_2, ..., v_{15}) \) composed of 15 global descriptors, most of which are related to the
HSV and Lab colour spaces. We carried out extensive experimentation and evaluated the use of
many other global descriptors related to the colour and geometric shapes of objects in blurred
scenes. We eventually concluded that the best results appear with simplified colour palettes,
relative colour relationships and global shape descriptors.

After separating the foreground and background in the object image, we ran a drastic
clustering algorithm for the components “saturation” (HSV), “a” (Lab) and “b” (Lab). We
found that saturation remains constant under rotation and scale in images and is not significantly sensitive to slight illumination changes. As is known, in the LAB space, $a$ represents (roughly) redness versus greenness and $b$ represents yellowness versus blueness. Since they are both relative colour measures, the use of $a$ and $b$ is also less sensitive to errors and blurred images. $S$, $a$ and $b$ were, therefore, used to define the first thirteen descriptors as follows.

Components $S$, $a$ and $b$ of the original image are clustered into three classes and the first and second class prototypes are used to define four global characteristic. Let $I_{3S}$, $I_{3a}$ and $I_{3b}$ be the corresponding images, each composed of three classes (see Figure 7 d)) and $\{s_1, s_2\}$, $\{a_1, a_2\}$ and $\{b_1, b_2\}$ be the respective first and second class prototypes in the respective images. The first five descriptors of the pattern $V$ are defined with the saturation prototypes $\{s_1, s_2\}$ as follows:

$$v_1 = s_1$$

$$v_2 = s_2$$

$$v_3 = \frac{\langle s_1 \rangle}{\langle I_{3S} \rangle}, \text{ where the symbol } \langle . \rangle \text{ signifies ordinal}$$

$$v_4 = \frac{\langle s_2 (s_1) \rangle}{\langle s_1 \rangle}$$

A brief explanation follows. $v_1$ and $v_2$ are the two principal saturation values in $I_{3S}$. $v_3$ is the percentage of pixels $s_1$ in $I_{3H}$ (not considering those corresponding to the background). $v_4$ is the percentage of pixels $s_2$ contained in regions $s_1$. We have additionally included descriptor $v_5$ as the number of segments $s_2$ contained in regions $s_1$.

Figure 7 illustrates all the steps, from the original RGB image to the images of the first and second $S$-prototypes.
Descriptors $v_6$ to $v_9$ and $v_{10}$ to $v_{13}$ are defined in the same way as the earlier $v_1$ to $v_4$, but now for prototypes $\{a_1, a_2\}$ and $\{b_1, b_2\}$ in the Lab colour space.

$$v_6 = a_1$$  \hspace{1cm} (5)

$$v_7 = a_2$$  \hspace{1cm} (6)

$$v_8 = \frac{\langle a_1 \rangle}{\langle l_{3a} \rangle}$$  \hspace{1cm} (7)

$$v_9 = \frac{\langle a_2(a_1) \rangle}{\langle a_1 \rangle}$$  \hspace{1cm} (8)

$$v_{10} = b_1$$  \hspace{1cm} (9)

$$v_{11} = b_2$$  \hspace{1cm} (10)

$$v_{12} = \frac{\langle b_1 \rangle}{\langle l_{3b} \rangle}$$  \hspace{1cm} (11)

$$v_{13} = \frac{\langle b_2(b_1) \rangle}{\langle b_1 \rangle}$$  \hspace{1cm} (12)

Figure 8 and Figure 9 show the earlier images in the Lab space and their corresponding a and b-prototypes.

Figure 8 a) RGB sample image, $I_{RGB}$.  b) Image in the Lab space, $I_{Lab}$.  c) a-component. Image $I_a$.  d) Image reduced to three clusters. Image $I_{3a}$.  e) Image showing the first a-prototype $a_1$ in white. f) Image showing the second a-prototype $a_2$ in white.
Finally, the shape descriptors are the roundness and the energy formulated in the equations below.

\[ v_{14} = \frac{4\pi A}{P^2} \]  
\[ v_{15} = \sum_{i,j} p(i,j)^2 \]

\( v_{14} \) is the roundness of the object, where \( A \) is area and \( P \) is perimeter, and \( v_{15} \) is the energy descriptor. This is calculated as the sum of the squared elements \( p(i,j) \) in Equation 14 in the grey-level co-occurrence matrix (GLCM).

**Applying a Minimum Distance Classifier**

As in the case of recognition with geometry, we match each query object pattern with the set of patterns corresponding to the previously extracted RoIs by using a minimum distance classifier (Euclidean distance). Finally, a list of matched RoIs, all with distances below a threshold \( \mu_c \) (\( \mu_c = 0.2 \)) is obtained. Thus, for a query object \( Q_i \), we eventually extract a list of RoIs \( \{C\}_{Q_i} \). An example of the RoIs matched to a particular sign model is presented in Figure 10. Algorithm II presents the steps of the algorithm in detail.
Figure 10. a) Example of matched RoIs obtained for a model after applying the minimum distance classifier. b) Distances $\rho_c$ of the RoIs candidates calculated.

Input: Orthoimage $I_{OD}$, set of doors and windows detected and object models
Output: List of RoIs in the depth-space $[C]_O$

begin //
generation of orthoimage $I_{OD}$
decomposition of $I_{OD}$ into $I_c$ and $I_o$
// calculation of RoIs
$P_C$ = removing previously detected wall area from $I_C$
$I_{BW}$ = binarization of $P_C$
Candidate Regions = processing of $I_{BW}$ finding compact objects
RoIs of Candidate Regions = bounding boxes of Candidate Regions
// matching stage
System training = Database model samples
for each RoI do
  Background removing
  Descriptors Calculation
  // Minimum distance algorithm
  Calculate distance $\rho^{(dist)}$ to the models = Descriptors
  if $\rho^{(dist)} < \mu_C$
    Matched RoI = Object Model
  List of RoIs $[C]_O$ = Matched RoI
  else
    NOT Matched RoI = Object Model
  end if
end for
end //

Algorithm II. Object recognition algorithm using colour.

4.4. Consensus Strategy for Recognition and Positioning

Although some objects might be detected by means of both geometry and colour, some others will be recognized only by using colour or geometric properties. For example, signs hung on walls are probably detectable only in the colour space, and white electrical switches on white walls might be detectable only with geometric properties. However, extinguishers are probably recognized in both geometry and colour data. Furthermore, several instances of the same object might be found on the same wall.
As was explained in sub-sections 4.2 and 4.3, for each expected object, two lists of candidates \( \{D\}_{O_i} \) and \( \{C\}_{O_i} \) are obtained from both recognition algorithms. In order to find a consensus between the results of depth-based and colour-based recognitions, in a context of multiple instances, the following method is proposed.

From \( \{D\}_{O_i} \) and \( \{C\}_{O_i} \), a Recognition Coherence Matrix \( \Psi \) is calculated (see Figure 11). Each entry in \( \Psi(O_i) \) is the Recognition Coherence Level \( \alpha \), which measures the coherence between a pair of RoIs in \( \hat{J}_D \) (or none) and \( \hat{J}_C \) (or none). For example, \( \alpha(D1, C3) = 0.65 \) signifies that the recognition of object \( O_i \) from the RoIs \( D1 \) in \( \hat{J}_D \) and \( C3 \) in \( \hat{J}_C \) has a coherence level of 0.65.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\alpha & C1 & C2 & C3 & \ldots & Cn & \text{No color} \\
\hline
D1 & 0.0 & 0.76 & 0.65 & \ldots & 0.74 & 0.5 \\
D2 & 0.65 & 0.98 & 0.6 & \ldots & 0.0 & 0.5 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
Dn & 0.0 & 0.0 & 0.0 & \ldots & 0.0 & 0.5 \\
\text{No Depth} & 0.5 & 0.5 & 0.5 & \ldots & 0.5 & 0 \\
\hline
\end{array}
\]

**Figure 11.** Example of Recognition Coherence Matrix \( \Psi \) for a certain object.

The Recognition Coherence Level between two candidates is calculated by assessing the overlap between the two RoIs, \( B^i_C \) and \( B^j_D \) (with centroid coordinates \( c^i_C \) and \( c^j_D \) respectively), as:

\[
\alpha = \begin{cases} 
(1) & \frac{\langle B^i_C \rangle \cup \langle B^j_D \rangle}{\langle B^i_{CD} \rangle} \quad \text{if } B^i_C \cap B^j_D \neq \emptyset \\
(II) & 0 \quad \text{if } B^i_C \cap B^j_D = \emptyset \\
(III) & 0.5 \quad \text{if } \not\exists B^i_C \text{ or } \not\exists B^j_D 
\end{cases}
\]

where \( B^i_{CD} \) is the bounding box that encloses \( B^i_C \) and \( B^j_D \), and \( \langle B \rangle \) is the number of pixels inside the bounding box \( B \). Note that \( \alpha \in [0,1] \). For a better understanding, Figure 12 provides an example of \( B^i_C \), \( B^j_D \), \( \langle B^i_C \rangle \), \( \langle B^j_D \rangle \), \( \langle B^i_{CD} \rangle \) and the corresponding value of \( \alpha \) for cases (I), (II) and (III) in Equation 15.

If the RoIs are overlapping, \( \alpha \) takes high values (next to 1), otherwise \( \alpha \) progressively decreases as the distance grows (case I). If the RoIs are not overlapping \( \alpha = 0 \) (case II). In those cases in which the object is detected in only one of the two images, we set \( \alpha = 0.5 \) (case III).
Once $\Psi$ has been filled, the recognition consensus decision is solved iteratively as follows (see Figure 13 for a better understanding):

1. The highest value of $\Psi$ is selected and considered to be a recognized instance of the query object.
2. The corresponding row and column of $\Psi$ are eliminated, except when the selected cell corresponds to an exclusive detection case (case III), in which only the corresponding cell is set to 0.
3. The process is iterated until $\Psi$ is null or until the number of selected cells is equal to the number of expected instances of the query object.

The position (centre) of each instance of the recognized object in the orthoimage $I_{CD}$, $c$, is then calculated using Equation 16:

$$c = \frac{\rho_Dc_D + \rho_Cc_C}{\rho_D + \rho_C}$$  \hspace{1cm} (16)$$

Where $c_C$ and $c_D$ are the centroids of $B^I_C$, $B^I_D$ and the two weights $\rho_D$ and $\rho_C$ are the cross correlation coefficient (which evaluates the goodness of the recognition in the depth image) and the minimum distance coefficient (which evaluates the goodness of the recognition in the colour image). In the case of exclusive detection, one of the values $\rho_D$ and $\rho_C$ will be zero in Equation 16.
5. EXPERIMENTAL RESULTS

In this section, we present the experimental results obtained after using our secondary building component recognition approach. The experimentation was carried out in two different datasets in simulated and real scenarios.

5.1. Simulated Scenarios

Scenario I.

The simulated scenario is shown in Figure 14. It consists of the floor of a building of 22.9m x 19.4 m in size, composed of 4 rooms and a corridor. The scenario contains 116 secondary building objects located on 24 walls, which have been painted in neutral colours. This maintains a moderate colour contrast between each wall and their corresponding SBSCs.

The objects are small common objects in buildings, such as extinguishers, signs, switches, sockets or radiators, among others. Some details of different walls with small objects can be seen in Figure 14 c). The coloured point cloud was obtained using Blensor [26], a tool integrated into the Blender modeller that is able to simulate 3D scanners. This software tool allows us to carry out the automatic scanning of the scene modelled, thus enabling us to obtain coloured point clouds similar to those obtained with our Riegl VZ-400 3D laser scanner. Blensor can also add noise to the position and colour of the point cloud collected, which makes the experimentation realistic. The object model database has also been generated with Blensor.
Figure 14. Scenario I. a) Blueprint of the building floor. b) 3D view of the scenario. c) Details of some walls with small building objects.

Figure 15 shows the point cloud obtained with Blensor. The points on the ceiling and floor have been removed for a better visualization. In Figure 16, some examples of the orthoimages (colour and depth) generated from the collected point cloud are illustrated. Note the poor quality and slight discontinuities in the depth images for some objects, particularly, signs, switches and sockets. They will hardly be identified in the depth images and will only be recognizable in colour images. Furthermore, some objects of a colour that is similar to that of the wall, will be recognized only in depth images (see Figure 16 d)). In Figure 16 b) and c) shows some areas with a lack of data (black areas in colour images and white areas in depth images). This lack of data entails discontinuities in the images and might lead to errors in the RoI identification stages.
Figure 15. a) Coloured point cloud model of the simulated scenario. Floor and ceiling have been removed for a better visualization. b) Details of the coloured point cloud.
Figure 16. Examples of orthoimages (colour and depth) of a) Room #1, b) Room #2, c) Room #3, d) Room #4 and e) Room #5.
Table 1 shows the results obtained for the simulated scenario. Our approach recognized 105 out of 116 objects, signifying that the percentage of true positives was 90.5%. The wrong results were: 10 false positives (8.6%) and 11 false negatives (9.5%). We also measured the accuracy of the calculated object positions with regard to the ground truth. The horizontal and vertical mean errors between the calculated and ground truth centroids were 2.9mm and 2.7mm, respectively. Table 1 shows more details of the values $T_p$, $F_n$ and $F_p$ per object class.

The sixth column contains the percentages for which the true positives have a Recognition Coherence Level $\alpha$ that is higher than 0.9. Note that low values correspond to objects that are recognized either by colour or by geometry (e.g. extinguisher sign, fire alarm switch sign, radiator), whereas high values are those identified in both orthoimages, $J_D$ and $J_C$, (e.g. socket x2, switch). The seventh and the eighth columns show the mean horizontal and vertical position errors per object class. The last two columns correspond to the maximum horizontal and vertical errors. It is noteworthy that the maximum horizontal and vertical errors are just 30mm and 27mm, respectively. These results demonstrate the accuracy and the good performance of our approach.

Figure 17 shows a graph of the Recognition Coherence Level $\alpha$ for each recognized object. The true positives are represented in blue, and the false positives in red. Note that $\alpha$ is 0.5 for all the false positives, with the exception of one.

<table>
<thead>
<tr>
<th>Object</th>
<th>Number of instances</th>
<th>TP (%)</th>
<th>FN (%)</th>
<th>FP (%)</th>
<th>TP (%) $\alpha$&gt;0.9</th>
<th>$\Delta_h$ (mm)</th>
<th>$\Delta_v$ (mm)</th>
<th>Max $\Delta_h$ (mm)</th>
<th>Max $\Delta_v$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical Panel</td>
<td>4</td>
<td>75.0</td>
<td>25.0</td>
<td>0.0</td>
<td>66.7</td>
<td>5.0</td>
<td>1.7</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Socket x1</td>
<td>20</td>
<td>95.0</td>
<td>5.0</td>
<td>5.0</td>
<td>31.6</td>
<td>2.1</td>
<td>1.7</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Socket x2</td>
<td>6</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Socket x4</td>
<td>11</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>63.6</td>
<td>2.3</td>
<td>2.3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Built-in Socket Switch</td>
<td>6</td>
<td>83.3</td>
<td>16.7</td>
<td>16.7</td>
<td>100.0</td>
<td>1.2</td>
<td>1.4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Fire Extinguisher</td>
<td>16</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>81.3</td>
<td>2.1</td>
<td>1.8</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Radiator</td>
<td>6</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>16.7</td>
<td>3.0</td>
<td>2.2</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Fire Alarm Switch</td>
<td>8</td>
<td>62.5</td>
<td>37.5</td>
<td>37.5</td>
<td>60.0</td>
<td>1.8</td>
<td>2.0</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Smoke Detector</td>
<td>10</td>
<td>80.0</td>
<td>20.0</td>
<td>20.0</td>
<td>87.5</td>
<td>3.1</td>
<td>1.4</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>Exit Light</td>
<td>3</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
<td>16.0</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>Extinguisher Sign</td>
<td>9</td>
<td>88.9</td>
<td>11.1</td>
<td>11.1</td>
<td>0.0</td>
<td>2.8</td>
<td>2.0</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Fire Alarm Switch Sign</td>
<td>8</td>
<td>75.0</td>
<td>25.0</td>
<td>25.0</td>
<td>0.0</td>
<td>2.0</td>
<td>1.5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>TOTAL/Average</td>
<td>116</td>
<td>90.5</td>
<td>9.5</td>
<td>8.6</td>
<td>50.5</td>
<td>2.9</td>
<td>2.7</td>
<td>30</td>
<td>27</td>
</tr>
</tbody>
</table>
Figure 17. Graph of the Recognition Coherence Level $\alpha$ for each recognized object.

Figure 18 shows examples of recognized objects for three representative walls. The red spots indicate the position of the recognized objects. All the objects in rooms #1 and #3 have been correctly recognized. In Room #2, the electrical panel has not been recognized. This failure is due to the fact that the cross correlation coefficient $\rho_D (0.69)$ is less than the imposed threshold $\mu_D (0.75)$. On the other hand, the colour-based recognition algorithm was not able to find the corresponding RoI candidate region. Note that even though some objects (e.g. the socket in Room #2) are near non-sensed areas (areas with a lack of data), which produces erroneous discontinuities, they are eventually correctly recognized.

Figure 19 shows the results for the complete simulated scenario. Figure 19 a) illustrates the 3D position of the recognized objects (red spots) together with the structural elements, doors and windows previously recognized. In Figure 19 b), the previous image is superimposed onto the simulated scenario in Blender, in such a way that it is possible to compare the ground truth and the results obtained with our approach. The spots corresponding to the different objects are represented in different colours for each room. Some details of this image are shown in Figure 19 c) for a better visualization.
Figure 18. Examples of the recognized objects on three representative walls. Red spots indicate the position of the recognized object together with the corresponding object model.
Figure 19. Recognition results for the simulated scenario. a) Structural elements (walls, doors and openings) and the recognized secondary objects (red spots). Doors and windows are previously recognized. b) Recognition results superimposed onto the 3D textured model in Blender. The spots are painted here in different colours depending on the room. c) Details of the earlier 3D model for a better visualization.

**Scenario II. Minimizing the SBSC colour contrast.**

In the second scenario we aim to evaluate the efficiency of our method when we force the conditions towards a minimum colour contrast between the wall and the SBSCs. The colour contrast is defined as the change in the appearance of a colour (i.e. the SBSC colour) surrounded by another colour (i.e. wall colour). In the scenario II we have drawn all the walls with a colour similar to that most of the SBSCs. The difference between both RGB components has been forced up to a minimum colour distance of 1.56% (mean distance for R, G and B components), which happens in the case of the electrical panel.

Table 2 shows the results obtained in the scenario II. A general comment is that, although we obtain worse results compared to that of the scenario I, the method maintains reasonable results. The percentage of true positives has decreased from 90.5% to 80.2%, whereas the false positives and false negatives have raised to 19.8% and 15.5% respectively. In contrast, we observe no variation on the horizontal and vertical mean errors, which remain below 3 mm.

It is clear from the values of the sixth column (TP with $\alpha>0.9$) that some of the SBSCs are not recognized because of the low colour contrast. Thus, the recognition percentages of all sockets have slightly decreased (seven points on average) with respect that of the scenario I. However, the percentages corresponding to the electrical panel and the build-in socket have
fallen to zero. This signifies that, owing to the low colour contrast between the object and the wall, both objects are not recognized by the colour-based recognition algorithm.

Figure 20. Scenario II. a) 3D view of the scenario. b) Details of some walls with SBSCs. Note the low colour contrast between some objects and the wall. Particularly, the contour of the electrical panel makes hardly distinguishable from the wall.

Table 2. Scenario II. Recognition results for building service components

<table>
<thead>
<tr>
<th>Object</th>
<th>Number of instances</th>
<th>TP (%)</th>
<th>FN (%)</th>
<th>FP (%)</th>
<th>TP (%) α&gt;0.9</th>
<th>$\bar{\Delta}_h$ (mm)</th>
<th>$\bar{\Delta}_v$ (mm)</th>
<th>Max $\Delta_h$ (mm)</th>
<th>Max $\Delta_v$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical Panel</td>
<td>4</td>
<td>50.0</td>
<td>50.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.5</td>
<td>3.0</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Socket x1</td>
<td>20</td>
<td>70.0</td>
<td>30.0</td>
<td>15.0</td>
<td>28.6</td>
<td>1.4</td>
<td>2.5</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Socket x2</td>
<td>6</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>83.3</td>
<td>2.2</td>
<td>3.0</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Socket x4</td>
<td>11</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>54.5</td>
<td>2.0</td>
<td>2.4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Built-in Socket Switch</td>
<td>6</td>
<td>83.3</td>
<td>16.7</td>
<td>16.7</td>
<td>0.0</td>
<td>1.8</td>
<td>2.2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Fire Extinguisher</td>
<td>9</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>44.4</td>
<td>13.6</td>
<td>7.1</td>
<td>48</td>
<td>35</td>
</tr>
<tr>
<td>Radiator</td>
<td>6</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.8</td>
<td>1.8</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Fire Alarm Switch</td>
<td>8</td>
<td>62.5</td>
<td>37.5</td>
<td>37.5</td>
<td>60.0</td>
<td>1.2</td>
<td>3.2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Smoke Detector</td>
<td>10</td>
<td>70.0</td>
<td>30.0</td>
<td>30.0</td>
<td>85.7</td>
<td>1.6</td>
<td>1.6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Exit Light</td>
<td>3</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>14.7</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>Extinguisher Sign</td>
<td>9</td>
<td>77.8</td>
<td>22.2</td>
<td>22.2</td>
<td>0.0</td>
<td>0.9</td>
<td>0.9</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Fire Alarm Switch Sign</td>
<td>8</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>0.0</td>
<td>2.8</td>
<td>2.3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>TOTAL/Average</td>
<td>116</td>
<td>80.2</td>
<td>19.8</td>
<td>15.5</td>
<td>45.2</td>
<td>2.8</td>
<td>2.9</td>
<td>48</td>
<td>35</td>
</tr>
</tbody>
</table>
5.2. Real Scenario

Our approach has been tested on real walls using coloured point clouds collected from a Riegl VZ400 laser scanner associated with a DLSR camera on a robotic platform. This is our MoPAD (Mobile Platform for Autonomous Digitization) platform. In this section, we analyse the results obtained in a representative case of study. The orthoimage $J_{CD}$ from Figure 1 corresponds to one of the walls of the Industrial Engineering School at Castilla La Mancha University. $J_{CD}$ was obtained after scanning the corridor from two different locations. This is a good and complex case study that contains several objects, some of which can only be detected by colour.

The object depth models were built in our lab by using a Minolta 910 laser scanner and a turntable, while the colour models were extracted from public websites. As can be seen in Figure 1, the wall contains the following objects: one extinguisher, one fire-alarm switch, one alarm sign, one extinguisher sign and an exit sign.

Table 3 presents the recognition and positioning results of the test. The values of parameters $\rho_D$ and $\rho_C$ of the objects recognized after the consensus stage are in the third and fourth columns. The highest values of $\alpha$ are achieved in two cases (Extinguisher 2 and fire-alarm switch), in which the object is correctly recognized in both $J_{\hat{D}}$ and $J_{\hat{C}}$. Items #2 and #5 were exclusively recognized using colour (signs), due to the lack of depth discontinuities for these models. On the contrary item #4 was incorrectly recognized. In this case, the RoIs corresponding to the extinguisher sign and fire alarm switch sign have quite similar feature patterns and the colour-based recognition algorithm failed. In summary, the overall recognition rate was 80%.

With regard to the localization accuracy, mean errors $\overline{\Delta_h}$ and $\overline{\Delta_v}$ are below 10 mm, which can be considered an accurate positioning result. Figure 21 a) shows the RoIs in depth (cyan) and colour (magenta), whereas Figure 21 b) illustrates the results obtained after the consensus procedure.

<table>
<thead>
<tr>
<th>Item #</th>
<th>Object</th>
<th>$\rho_D$</th>
<th>$\rho_C$</th>
<th>$\alpha$</th>
<th>$\overline{\Delta_h}$ (mm)</th>
<th>$\overline{\Delta_v}$ (mm)</th>
<th>Correctly Recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fire alarm Switch</td>
<td>0,80</td>
<td>0,80</td>
<td>1,00</td>
<td>5</td>
<td>10</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>Exit Sign</td>
<td>-</td>
<td>0,90</td>
<td>0,50</td>
<td>2</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>Extinguisher 2</td>
<td>0,82</td>
<td>0,84</td>
<td>1,00</td>
<td>0</td>
<td>3</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>Extinguisher Sign 1</td>
<td>-</td>
<td>0,89</td>
<td>0,50</td>
<td>-</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>Fire Alarm Switch Sign</td>
<td>-</td>
<td>0,86</td>
<td>0,50</td>
<td>1</td>
<td>1</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Figure 21. a) RoIs eventually assigned to potential objects. Depth RoIs are in cyan) and colour RoIs are in magenta.
b) Results obtained after the consensus approach. The coloured spots represent the centroid of the recognized object.
Note that the extinguisher sign was recognized as fire alarm switch sign.

6. CONCLUSIONS

The automatic generation of 3D BIM models is a cutting-edge research line as regards 3D computer vision when applied to buildings. In the last few years, various approaches for the recognition of structural elements of buildings (i.e. walls, ceilings, floors and openings) have been proposed. Nevertheless, the automatic recognition and positioning of small and secondary building service components in BIM models is a challenging issue on which very little research has been carried out to date.

This paper presents a new 6D-based (3D coordinates + RGB) approach that processes dense coloured 3D points with the aim of recognizing small components in buildings. This fusion of imaged and geometric algorithms is a new strategy in the automatic creation of semantically-
rich 3D models, (i.e. BIM models). Our approach makes several contributions to the field of the automatic BIM modelling.

We have developed an automatic method which does not require any human intervention throughout the entire process. Moreover, whereas most of the approaches recognize, at most, among three/four objects, we deal with a higher number of different objects that are usually in buildings.

The use of colour and depth information, along with a consensus strategy stage, makes our method more effective and robust than others. This is because some small components that are not detectable in colour images (for example, white sockets installed on white walls) can be recognized in the geometric space, and vice versa. Our algorithm is, therefore, able to recognize objects such as sockets, switches, signs, alarm devices, extinguishers and others on walls. This is an original idea that has never been seen before in the semantic 3D modelling field.

Additionally, beyond the usual recognition and pose in 2D images or partial point clouds, our method calculates the precise position of the recognized object in a 3D scenario, so that the reconstructed as-is 3D BIM model of the building can be augmented with this information about secondary components.

Nonetheless, our method has some limitations that should be dealt with in the future. Some improvements are outlined below.

The training of the system for the colour recognition stage has been carried out by defining global descriptors that are invariant to scale and rotation, which is not the case in the recognition carried out with the depth information algorithm. It will, therefore, be necessary to redefine this algorithm in order to improve the geometric recognition in cases in which the objects are rotated in the orthoimage.

The output of our system is the position (i.e. 3D coordinates) of the objects recognized in the 3D BIM model, but no mention is made of the non-recognized object. The absence of these objects could be owing to errors in the building construction phase and it is possible that the system does not recognize them because they are not in fact inside the building. In a similar way, non-expected objects in the as-designed BIM model could be correctly detected by our approach if we were to extend our model database. All these exciting issues require a response in our future work.

Finally, with regard to the experimental tests, we have presented experimentation in a simulated building and on a representative example of real wall. Although we have tested the algorithm on many other isolated real walls, with other types of secondary objects, we aim to carry out an experimentation on an entire building and so achieve, like in Figure 19, complete semantic 3D models of real buildings. In the future, our recognition and positioning algorithm should therefore be tested in more complex real scenes (e.g. curved walls and objects in columns) and complete buildings, with several instances per object on walls and in more extensive object databases.
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